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We give evidence of coherence resonance in an excitable electronic circuit whose dynamics obeys the
FitzHugh-Nagumo model system, under the application of different noise sources, ranging from Gaussian
white noise to colored 1/f2 noises. The resonance behavior can be significantly reinforced when experimental
parameters are tuned in order to place the stable fixed point closer to the excitability threshold of spiking
behavior, as well as when the time scales of the circuit are properly modified. A quantitative description of the
effects of noise correlations in inducing the resonant behavior is provided.
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In nature, most systems have inherent noise, or they are
subjected to the action of external noisy sources. In several
cases, such noise acts as a disturbance to the system dynam-
ics, yielding a more complicated and ambiguous behavior. In
nonlinear systems, however, noise in some cases can give
rise to counterintuitive and constructive effects, as, e.g., it
can activate a resonant response of the system.

In particular, in threshold systems, noise may play a con-
structive role through stochastic resonancesSRd f1g or coher-
ence resonancesCRd f2g. In SR, noise optimizes the system’s
response and enhances synchronization to a weak external
signal f1g when the noise-controlled time scale is close to
that of the external sourcef3–5g. In CR, pure noise alone can
generate coherent motion.

CR was originally predicted in excitable systemssESsd
f2g, and later also demonstrated in bistablef6g and chaotic
systemsf7,8g. Recently, it has been also shown theoretically
that a mechanical time-delayed bistable system exhibits CR
in the presence of noise, due to the interplay between the
internal time scale imposed by the time delay and the exter-
nal time scale imposed by the noisef9,10g. Furthermore,
evidence of CR has been given in an electronic experiment
based on a monovibrator circuitf11g, and in an optical sys-
tem consisting of a laser diode with feedbackf12g.

Only recently were resonant effects of colored noise ap-
proached. Precisely, SR in sensory neurons forced by 1/f
and 1/f2 noise was demonstratedf13g, and resonant behav-
iors induced by Ornstein-Uhlenbeck processes were reported
in integrate-and-fire modelsf14g, as well as in excitable units
f15g. Furthermore, Ref.f16g claims that CR effects in excit-
able systems persist in the presence of correlations in the
noise source.

In this paper we show CR in excitable electronic circuits,
under the application of a class of colored noise, whose spec-
tral distribution scales as 1/fa, with 0øaø2 being a tun-
able real parameter. By varyinga we quantitatively assess
the effects of noise correlation in the resonant process, and
compare the scenario with the case of a Gaussian white
noise. In all cases, CR can be properly enhanced by experi-
mentally modulating the distance to the excitation threshold,
or the time scales of the system’s dynamics.

A system is called excitable when it has a stable fixed
point with a finite basin of attraction. When a finite pertur-
bation allows one to overcome a given threshold value, the

return to the fixed point occurs by executing a large excur-
sion in phase space, thus generating a pulsing or spiking
behavior in the time evolution of the system’s variables. An
ES can therefore be locally regarded as a potential well,
where large enough perturbations can kick off the system
from the well, inducing a spiking return to it along a pulsed
excursion orbitf17g. In these systems, CR has been predicted
and verified, when a noise forcing is considered. CR indeed
is a phenomenon by means of which the coherencesor de-
gree of regularityd of noise-induced pulses shows a maxi-
mum for a certain optimal noise amplitude. The coherence
can be maximized by the interplay between two characteris-
tic time scales, namely, the activation timeta and the excur-
sion timete. The activation time is the time needed to excite
the system from the stable fixed point; the excursion time is
the time needed to return from the excited state to the fixed
point. The interspike intervalI IS is the time duration between
two consecutive firings and is given by the sum of the two
characteristic timesI IS= ta+ te. The role of noise is therefore
twofold: in the stable region it modulates the escape time
from the fixed point, and in the excitable region it modulates
the return orbit.

The degree of coherenceC of such motion can be defined
as follows:

C =
kI ISl

ssI ISd
, s1d

wherekI ISlfssI ISdg is the averagesstandard deviationd of the
distribution of interspike intervals. The mechanism leading
to CR can be understood as follows. The activation time
decreases rapidly with increasing noise amplitude. Thus, for
small noise, whereta@ te, I IS is dominated by the activation
time I IS< ta, and the noise-inducedI IS fluctuations are rela-
tively large. On the contrary, for large enough noise, the
contribution of the activation timeta to I IS is negligible, and
the excursion time dominatessI IS< ted. If the motion in the
excited state is nearly uniform,ktel depends only weakly
upon the noise amplitude, so that theI IS fluctuations grow as
the noise amplitude increases. In these conditions, CR ap-
pears if the threshold of excitation is small and the excursion
time is large. The maximum ofC corresponds to a large
enough noise intensity to determineta! te; not, however, so
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large as to prevent the fluctuations of the excursion time
from becoming relevant.

The used apparatus is schematically reproduced in Fig. 1.
It consists of an electronic analog simulator implemented
using common semiconductor devices. The architecture of
the circuit has been implemented to simulate the FitzHugh-
Nagumo excitable systemf18g. The model equations govern-
ing the circuit dynamics are therefore

ẋ = cSx −
1

3
x3 − yD ,

ẏ = ex+ auVu − bj, s2d

where the variablesx andy are the output voltages from the
first and second integratorsI1 and I2, respectively,j repre-
sents an external noise voltage applied by means of a vari-
able generatorG, and the parametersa,b,c,e are linked to
the values of resistors and capacitors in the circuit by the
relationsa=1/R5C2, b=1/R6C2, c=1/R1C1, ande=1/R4C2.
While C1 will be used as a variable capacitor, the other val-
ues of resistors and capacitors areC2=33 nF, R1=R3=R4
=100 kV, R2=300 kV, R5=90 kV, andR6=125 kV. The in-
tegratorsI1 and I2 have been implemented using linear tech-
nology LT1114CN four-quadrant operational amplifiers,
while the multipliers Mult1 and Mult2 are MLT04 analog
devices. The acquisition of the experimental data has been
performed by means of a LeCroy digital oscilloscope and by
means of a real time acquisition board connected to a per-
sonal computer provided withLABVIEW software.

Noise is applied to the circuit by means of the variable
generatorG. In order to produce a class of correlated noises,
we started by analogically acquiring a long time series of
Gaussian white noise. The signal is then digitally filtered
with a high bandpass cutoff positioned atf =40 Hz. This is
done to avoid low frequency forcings, which have the effect
of driving the system from the excitable to the self-
oscillatory regime. The Fourier spectrum of the filtered sig-
nal is then manipulated to impose an amplitude distribution
scaling as 1/fa swith 0øaø2 being a tunable parameterd in
the remaining frequency range. In the very same spirit of the
surrogate signal technique, the phases of each Fourier com-
ponent are further randomized, and an inverse Fourier trans-

form of the signal is realized. The obtained digital signal is
passed through an analog converter driving the variable gen-
eratorG. By the Wiener-Khintchine theoremf19g, the auto-
correlation function of the noisy sourcesthe inverse Fourier
transform of the noise power spectrumd is divergent in all the
range 0øaø2. This is at variance with previous studies
with Ornstein-Uhlenbeck processesf14,15g, where the
Gaussian features in the noise power spectra induced a
Gaussian scaling in the correlation function, thus allowing
for introducing a characteristic time scale for the noise cor-
relation properties.

When such a noise source is added to the circuit, a typical
time series for the output variablex consists of a sequence of
spikes on top of a noisy backgroundssee Fig. 2d. By care-
fully selecting a thresholdswhose value must be such that
the noisy fluctuations close to the fixed point are washed
outd, and by monitoring the instants at which the output sig-
nal overcomes such threshold with a positive derivative, one
can reconstruct the correspondingI IS sequence, whose distri-
bution allows us to calculate the coherence factor according
to Eq. s1d. Furthermore, in order to reduce the measurement
errors, in all cases the experiment has been run in several
replicas, and the obtained values ofC have been averaged
out.

We start now by considering the case of white noisesa
=0d, and by reporting a series of experimental observations
and characterizations of CR in our system, obtained by
modulating both the distance to threshold and the character-
istic time scales of the dynamics. The distance to threshold
can be operationally adjusted by modulating the bias genera-
tor V. In the absence of noise, the circuit begins to behave as
a self-sustained oscillator atVc=−756 mV, while forV,Vc
the system is in an excitable state. As for the time scale of the
dynamics, this is accounted for by the parameterc in Eq. s2d,
and it can be experimentally adjusted by changing the circuit
capacitorC1.

We start from investigating the system response to noise
when the bias voltage parameter is modulated. To this pur-

FIG. 1. Sketch of the electronic circuit.I1,I2, integrators;
R1,R2,R3,R4,R5,R6, resistors; C1,C2, capacitors; Mult1,Mult2,
multipliers; G, noise generator;V, bias generator.

FIG. 2. Output voltage of the circuitsx variabled when subjected
to 1/f noisesa=1d, for two different values of the rms noise level:
sad low noise, no coherence;sbd intermediate noise, high coherence.
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pose, we measure the coherence factorC as a function of the
noise intensityD for various values ofV. Results are re-
ported in Fig. 3sad.

CR is found, which is significantly enhanced as the bias
voltage increases to approach the excitability thresholdVc=
−756 mV. Precisely, Fig. 3sad shows that, as we increase the
bias voltage, the resonant behavior can occur for lower val-
ues of the noise intensityD and gives rise to higher reso-
nance peaks, meaning that CR becomes more evident and
enlarged. It is worth mentioning that similar resonant effects
at different excitation thresholds were reported experimen-
tally in Ref. f11g.

Another relevant parameter of systems2d is c, governing
the ratio in the characteristic time scalesta and te. Precisely,
if c@1, the trajectory moves very rapidly along thex axis in
phase space, while excursions along they axis are relatively
slow. Making c,1 implies that the two excursions take
place with similar time scales, and this in its turn yields a
deterioration of the resonant behavior.

A modulation of thec parameter in our experiment can be
achieved by gradually changing the value of the capacitor
C1. This is becausec has an inverse relation with the capaci-
tance ofC1, and therefore higher values ofC1 provide lower
values for thec parameter. By changingC1 we can then
properly modulate the time spent by the trajectory during the
spiking orbit.

In Fig. 3sbd we report the coherence factorC as a function
of the rms noise amplitude for various values ofC1. As ex-
pected, larger and larger values ofC1 flower and lower val-
ues of the parameterc in Eq. s2dg make the two time scales
of the dynamics closer and closer to each other, thus induc-
ing a progressive deterioration of the resonant behavior.

The very same qualitative behavior has been observed for
the whole class of colored noise produced with the procedure

described above. In order to quantitatively assess the effects
of increasing noise correlationsincreasing values ofad on
the system, we fixed the system parameters atV=−800 mV
and C1=3 nF, and we performed a series of CR measure-
ments for various values of the parametera. In all cases a
well shaped resonant curve has been observed in the plotC
vs D. For each measurement, the maximum coherenceCmax
reached by the system at the resonant pointDmax has been
recorded. In Fig. 4, bothCmax fFig. 4sadg andDmax fFig. 4sbdg
are shown as functions of the parametera. The resonant
effect is progressively deteriorated, as correlation in the
noisy source increases. This is reflected by the almost linear
decrease inCmax shown in Fig. 4sad, which is, however, ac-
companied by a monotonic decrease inDmax fvisible in Fig.
4sbdg, witnessing that noise correlations actually produce
resonant behaviors for lower forcing noise amplitudes.

It is known that the phenomenon of coherence resonance
can be induced also by properly tuning parameters other than
the noise intensity. This was proven numerically by studying
coherence resonance as a function of the noise correlation
time for an Ornstein-Uhlenbeck noise processf20g. In our
case, we performed a series of measurements in which the
noise intensityD was fixed and the correlation parametera
was varied. The results are shown in Fig. 5, where the co-

FIG. 5. Coherence resonance effects due to a forcing colored
noise. Coherence factorC as a function of the parametera for D
=1.2 scurve with squaresd and 0.8scurve with circlesd. Other pa-
rameters as in the caption of Fig. 4. In all cases, data refer to
ensemble averages over five different realizations of the noisy
forcing.

FIG. 3. Coherence resonance effects of a forcing white noise.sad
Coherence factorC as a function of the rms noise amplitudeD for
C1=3 nF andV=−800 mV scurve with diamondsd, V=−900 mV
scurve with squaresd, and V=−1,000 mV scurve with circlesd. sbd
Coherence factorC as a function of the rms noise amplitudeD for
V=−800 mV andC1=1 nF scurve with circlesd, C1=3 nF scurve
with squaresd, and C1=6 nF scurve with diamondsd. In all cases,
data refer to ensemble averages over five different realizations of
the noisy forcing.

FIG. 4. Valuefsad Cmaxg and positionfsbd Dmaxg of the coher-
ence resonant peak vs the parametera, for V=−800 mV andC1

=3 nF.
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herence factorC is reported as a function ofa for D=1.2
scurve with squaresd and 0.8scurve with circlesd. For a com-
parison with the results of Fig. 4, in both cases the other
parameters have been kept atV=−800 mV andC1=3 nF.
From Fig. 5 it is evident that coherence resonance is induced
in our system also when properly tuning the correlation prop-
erties of the forcing noisy source.

In conclusion, we have given evidence of coherence reso-
nance in an excitable electronic circuit whose dynamics
obeys the FitzHugh–Nagumo model system, under the appli-
cation of a class of colored noise sources, whose spectral
distributions scale as 1/fa. The resonance behavior appears
to be a generic feature of excitable systems under modulation
of the main dynamical parameters, and regardless of the spe-
cific properties of the stochastic process acting on the sys-
tem. In particular, coherence resonance can be significantly

reinforced when experimental parameters are tuned in order
to place the stable fixed point closer to the excitability
threshold of spiking behavior, or when the time scales of the
circuit are properly adjusted. We have furthermore shown
that increasing noise correlations produce a twofold effect:
from one side they progressively deteriorate the quality of
coherence resonance; from the other side they anticipate the
resonant effect, insofar as they yield a resonant peak occur-
ring at lower forcing noise amplitudes.
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